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Topic: Investigating Explainable AI Methods in Continual Learning 

Artificial Intelligence (AI) research has made remai:kable progress in recent years, excelling human 
performance on various tasks such as image recognition [1] or playing games like Go [2]. Despite these 
advances, modern· AI algorithms rely on static datasets and fixed environments, contradicting the . 
non-stationary nature of the world, in which tasks evolve over time and data arrives sequentially [3]. 
However, when these models are exposed to non-stationary data, they tend to forget previously learned 
knowledge while acquiring new knowledge. This phenomenon is known as catastrophic forgetting, 
where a model's performance on previous tasks degrades heavily as it learns new ones [4]. Such 
behavior poses a critical limitation for AI algorithms in real-world applications. 

Continual Learning (CL), a subfield of machine learning, aims to address this issue by employing 
techniques such as replay-based, regularization-based, representation-based, and optimization-based 
methods to retain knowledge from previous tasks while learning new ones [5]. This not only allows 
AI algorithms to learn new tasks sequentially from a stream of data [6] but has also proven to be 
an effective method to prevent catastrophic forgetting [7]. While alleviating catastrophic forgetting 
is a critical goal, understanding how these models operate and make decisions is equally important 
to ensure their reliability in real-world applications. Especially in Deep Learning (DL), where models 
are often considered to be black-boxes due to their lack of interptetability and transparency, this 
underscores the need for explainability in AI models to ensure accountability and trustworthiness for 
critical applications [8]. To overcome this issue, Explainable Artificial Intelligence (XAI) offers methods 
such as Grad-CAM [9], LRP [10], or FovEx [11] to make the decision-making process of AI algorithms 
more transparent and understandable. 

These XAI methods have been widely studied in static learning scenarios, however, only limited 
research exists on their application in dynamic, evolving settings such as continual learning scenarios 
[12]. Specifically, the relationship between performance degradation due to forgetting and its impact on 
the robustness and suitability of different XAI methods remains underexplored. Therefore, this thesis • 
aims to investigate how XAI methods are affected by ca:tastrophic forgetting in continual learning 
tasks, evaluating their robustness and suitability for enhancing the explainability of AI algorithms in 
CL scenarios. 

By investigating XAI in CL, this thesis aims to address the following key objectives: 

• Implement three CL scenarios, i.e., task-incremental, class-incremental, and domain-incremental
learning, using the Avalanche library. These scenarios are tested on two backbone architectures:
ResNet50 [13] and Vision Transformers (ViT) [14].

• Apply XAI methods such as Grad-CAM, LRP, and FovEx to analyze how model explanations
evolve during high-accuracy phases and periods of catastrophic forgetting.

• Quantitative evaluation of explanation quality through metrics like Insertion [15], Deletion [15],
% Drop [16], and % Increase [16].

• Quantitative analysis of the correlation between XAI metrics and CL performance metrics (e.g.,
accuracy deterioration, forgetting rate) to examine the relationship between explanation quality
and model performance over time.

• Optional: Investigate and develop more efficient continual learning replay strategies by focusing
on regions of the input where explanations exhibit significant changes over time.

This comprehensive analysis will provide valuable insights into how XAI methods are affected by 
catastrophic forgetting, advancing our understanding of how these methods can improve the robustness 
and transparency of continual learning systems. 
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